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I. INTRODUCTION

The Liège intranuclear-cascade model (INCL) [1, 2], jointly developed by CEA-Saclay (France) and the University
of Liège (Belgium), has been established as an accurate tool for the description of nucleon- and pion-induced re-
actions on nuclei between ∼100 MeV and ∼3 GeV [3]. When coupled to a suitable nuclear de-excitation model, it
can reliably reproduce several observables such as emission spectra of particles and light ions, residual mass and
charge distributions and residual recoil-velocity distributions. Since the precursor INCL code is written in Fortran, it
is unsuitable for inclusion in Geant4 [4, 5], a flexible C++ toolkit for the simulation of particle transport in matter.

This report presents INCL++, a completely redesigned version of the INCL model in C++, now available in Geant4.
The new C++ version of INCL is the starting point for an extension to reactions induced by light nuclei. We shall
present the general ideas and difficulties connected with the extension and demonstrate the quality of the model
predictions by comparing against selected experimental data and other Geant4 reaction models.

Throughout this document, we will refer to the INCL++ version 5.1.14, which is distributed along with the latest
stable Geant4 version (10.0).

II. EXTENSION TO LIGHT-ION-INDUCED REACTIONS

It has been demonstrated [3] that the Liège Intranuclear Cascade model can successfully reproduce a vast set
of observables pertaining to nucleon-induced (N + A) reactions between a few tens of MeV and a few GeV, which
suggests that the model condenses the physics that is essentially relevant in this energy range. It is therefore natural
to take it as a starting point for the development of a new model for light-ion-induced reactions (A + A).

We briefly mention here that an INCL-based extension to A + A reactions has already been attempted [6] on the
basis of an old version of the model (INCL4.3). We shall not dwell on the differences between the two approaches
here, mostly because the model described in the present work is more sophisticated in several respects and should
be considered as the reference point for any future development.

The treatment of A + A reactions in an INC framework poses several challenges which do not apply to N + A
reactions. Most importantly, there is no natural way of accounting for the binding of the projectile nucleus within the
INC scheme. The cascade takes place in a single mean-field potential, which is typically assumed to be that of the
target nucleus; this essentially amounts to neglecting the mean-field interaction between the projectile constituents.
It is clear that no model can describe projectile fragmentation if the binding of the projectile nucleons is neglected.

A. Projectile binding and Lorentz boost

We try to deal with this limitation using a semi-empirical projectile-preparation algorithm, which we now turn to
describe. We shall limit ourselves to an outline of the most important assumptions, leaving a detailed description to
a future publication.

We choose to account for the projectile binding by putting the Ap projectile nucleons off their mass shell. Let
πi be the momentum of the i-th projectile nucleon in the projectile center of mass (drawn from some appropriate
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Figure 1: Schematic depiction of the preparatory phase of a nucleus-nucleus reaction in INCL++.

distribution), Mp the mass of the projectile nucleus and m = 938.2796 MeV the mass of the INCL nucleon; we define
the dynamical pseudopotential of the projectile as

Vp = A−1
p

[∑
i

√
πi

2 + m2 −Mp

]
.

This quantity has the dimensions of an energy, is always positive, and can be interpreted as the opposite of the
average potential energy that the nucleons must feel if their total relativistic energy is to be equal to the nominal
mass of the projectile. Note that Vp is a random variable because it depends on the values of the drawn nucleon
momenta.

We define the nucleon relativistic energies in the center of mass as

εi =
√

πi
2 + m2 − Vp. (1)

The four-momenta of the projectile nucleons (εi ,πi ) are not on mass shell; however, they satisfy energy- and
momentum-balance relations that are appropriate for the center of mass of the projectile, namely:∑

εi = Mp, (2a)∑
πi = 0. (2b)

The four-momenta of the projectile nucleons in the laboratory frame (ei , pi ) are defined by a Lorentz boost on the CM
four-momenta, parametrised by the nominal Lorentz parameters of the beam. Eqs. (2) guarantee that the energy
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and momentum balance are correct: ∑
ei = Ep (3a)∑
pi = Pp. (3b)

The positions of the nucleons in the laboratory frame are defined to take into account Lorentz contraction along the
z axis.

Summarizing, the procedure outlined above defines positions and four momenta for the Ap projectile nucleons in
the laboratory frame. The sum of the nucleon four-momenta is equal to the nominal four-momentum of the projectile
nucleus. However, the nucleon four-momenta are off mass shell.

The initial positions of the nucleons with respect to the target nucleus are defined by the impact parameter and
by an algorithm which takes into account the Coulomb deviation of the projectile trajectory. The procedure used in
INCL++ closely resembles the one used in INCL4.6 [1], to which the reader is referred. The result of the algorithm is
to define entrance positions and times for all projectile nucleons into the calculation sphere.

B. Intranuclear-cascade phase

An important ingredient of the nucleus-nucleus extension is the assumption that projectile nucleons propagate with
the (Coulomb-distorted) collective velocity of the projectile beam until they undergo a collision. This has two conse-
quences. First, projectile nucleons can immediately be divided in two classes: those whose trajectory intersects the
INCL “working sphere” are labelled as geometrical participants; the others are called geometrical spectators. If there
are no geometrical participants, the event is considered as transparent (no reaction). Second, the entrance times
of the geometrical participants in the calculation volume can be analytically predicted. The entrance time of the first
nucleon is taken as the starting time of the intranuclear cascade. Figure 1 schematically depicts the preparatory
phase.

The intranuclear-cascade phase starts with one of the projectile nucleons entering the calculation volume. This
event can actually be seen as the transfer of a nucleon from the projectile to the target nucleus. If we seek to conserve
energy during the whole intranuclear-cascade phase, the Q-value for nucleon transfer must somehow be taken into
account in the treatment of the incoming nucleon. In the context of nucleon-induced reactions, this observation has
led us to introduce experimental thresholds for particle emission [1]: the energies of particles entering and leaving the
nucleus are adjusted to match the experimental Q-values for particle emission and absorption. In nucleus-nucleus
reactions, the situation is complicated by the possibility that nucleon transfer from the projectile to the target leaves
the projectile in an excited state. However, the intranuclear-cascade model does not offer any natural prescription to
fix the excitation energy of the projectile-like pre-fragment. Therefore, we need to resort to an additional model. In
what follows, we assume that removal of nucleons from the projectile leads to a particle-hole-like excitation energy.
More precisely, assume that only the A nucleons labeled by i = 1, ... , A are left in the projectile; then the excitation
energy can be defined as

E∗
A =

A∑
j=1

εj −
A∑

j=1

εij . (4)

Here the second summation is intended to run over the A smallest values of the CM energies εi (Eq. (1)), which are
collectively meant to represent a reference state for the A-nucleon pre-fragment. The excitation energy is computed
as the difference between the total energy left in the pre-fragment CM and the energy of the reference state. It has
the desirable property of always being non-negative.

When the first projectile nucleon enters the calculation volume, its kinetic energy is adjusted to satisfy the global
energy-conservation balance, which involves the target mean-field potential, the excitation energy of the projectile
and the transfer Q-value. As customary, it is assumed that cascading nucleons are on mass shell. Therefore, once
the energy is determined, the magnitude of the nucleon momentum inside the target potential is defined by the
on-shell dispersion relation.

We draw the attention of the reader to an important detail. As long as the nucleon has not undergone any collision,
it is taken to propagate inside the target potential with the collective velocity of the projectile nucleus, regardless of
the direction of its momentum. The nucleon four-momentum is however correctly used in the computation of the
elementary cross sections and in the kinematics of the binary collisions. Once the nucleon has experienced a
(non-Pauli-blocked) binary collision, normal propagation is resumed.

The intranuclear cascade unfolds normally until another projectile nucleon reaches the surface of the calculation
volume. The procedure outlined above is then applied to the new nucleon and normal cascade is resumed. Once all
the nucleons have entered the calculation volume, the usual conditions for cascade stopping apply [1].
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At the end of the intranuclear cascade, a projectile pre-fragment may be defined if some nucleons missed the
calculation volume (geometrical spectators) or traversed the calculation volume without undergoing any collision
(dynamical spectators). If no dynamical spectators are present, the mass, charge, excitation energy and state of
motion of the projectile pre-fragment are already defined (see e.g. Eq. (4) above). If there are dynamical specta-
tors, we tentatively define the pre-fragment four-momentum as the sum of the four-momenta of the dynamical and
geometrical spectators. If the resulting four-momentum leads to a negative excitation energy, the code determines
the maximal number of dynamical spectators that can be incorporated in the pre-fragment without leading to neg-
ative excitation energy. The end result of this procedure is always a projectile-like pre-fragment with non-negative
excitation energy.

C. Projectile-target asymmetry

One of the weaknesses of the light-ion extension here described is that it clearly introduces a projectile-target
asymmetry. While the projectile nucleus is essentially treated as a collection of free off-mass-shell nucleons, the
target nucleus is endowed with a mean-field potential that is able to actually bind nucleons that participated in the
reaction. The reader should also contrast the excitation energy assigned to the projectile-like pre-fragment, which
is based on a simple particle-hole model, with that assigned to the target-like pre-fragment, which results from and
carries information about the full INC dynamics.

One practical consequence is that the cross sections for producing a given nuclide as a projectile-like fragment
or as a target-like fragment will in general not be equal. One would reasonably expect that the predictions for
target-like fragment production should be closer to the experimental data, given the superior physical modeling of
the target nucleus. If projectile-like fragmentation is more important than target-like fragmentation for a specific
application, and if both reaction partners are light ions, one can consider swapping the roles of projectile and target
in the simulation: in other words, the reaction can be simulated in inverse kinematics (i.e. as target on projectile),
with the reaction products being boosted back to the laboratory frame at the end of the simulation. We refer to
this calculation method as accurate-projectile mode, while we use the expression accurate-target mode to refer to
the normal INCL++ calculation mode. We shall illustrate the differences between the two calculation modes in the
following section.

We should stress that the choice between accurate-target and accurate-projectile mode is application-dependent.
If the user is interested e.g. in projectile-like fragments for radiation-protection and hadrontherapy simulations, they
should use accurate-projectile mode. A universal choice is not possible; however, we believe that accurate-projectile
mode provides a better description of particle transport for several applications where INCL++ is likely to give ac-
curate results. Therefore, Geant4 uses INCL++ in projectile-accurate mode by default. The user can switch to
target-accurate mode using the /process/had/inclxx/accurateNucleus macro.

D. Low-energy fusion model

So far we have implicitly assumed that the transfer of one nucleon from the projectile to the target is always
possible. However, serious conceptual and technical complications arise if the kinetic energy of one of the entering
nucleons is lower than the Fermi energy of the target. This difficulty has already been encountered in the extension
of INCL4.6 to light incident clusters [1]. For problematic events, INCL4.6 abandons normal INC in favor of a simple
geometrical fusion model. The details of the fusion model implemented by INCL++ are slightly different because
it needs to be applied to a wider range of projectiles (up to A = 18). We reserve a thorough discussion of the
differences to a future publication.

III. VALIDATION OF THE NUCLEUS-NUCLEUS EXTENSION

A. Reaction cross sections

We now turn to the validation of the capability to handle A + A reactions. Figure 2 shows an excitation function for
the 12C+12C reaction cross section. The agreement with the experimental data is not very good. More precisely, we
can observe that the double-humped INCL++ excitation function clearly exhibits two distinct regimes. The low-energy
peak (around 5 AMeV) is due to the fusion model. In fact, pure INC plays essentially no role as long as at least one
projectile nucleon enters the calculation sphere below the Fermi energy. The importance of the fusion mechanism
starts to decrease above 5 AMeV and gradually leaves the place to the pure INC mechanism, which is responsible
for the second peak (around 70 AMeV).
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Figure 2: Excitation function for the 12C+12C reaction cross section, calculated with INCL++ (red line) and Geant4’s
Glauber-Gribov semi-empirical reaction-cross-section model (blue line). Experimental data taken from Refs. 7–12.

Particle transport in Geant4 is not seriously affected by this deficiency, because the reaction cross section is
imposed during the transport step; however, the disagreement clearly indicates a failure to correctly describe the
physics of this reaction, especially at low energy. It might be argued that the 12C+12C reaction does not represent
a fair benchmark for intranuclear-cascade models, which assume that the larger reaction partner is left relatively
unperturbed by the cascade; however, it is necessary to make sure that the model yields reasonable results in this
domain in view of the large importance of this and other similar reactions for medical applications.

Note that the INC approximation is expected to be valid above some 150 AMeV. In this energy range, the contribu-
tion from the (admittedly empirical) fusion sector is negligible, thereby simplifying the interpretation of the resulting
cross section. We see that the model overestimates the experimental data by about 15%; we believe this is due to
the fact that we neglect Pauli blocking of the first collision in the Fermi sea of the projectile. This analysis is corrob-
orated by the observation that the nucleon-12C reaction cross sections are correctly predicted in the same range of
energy per nucleon [1]. The extent of the expected suppression is also roughly compatible with the known effect of
Pauli blocking on nucleon-nucleus reactions.

B. Caveat about cross-section normalization

Before turning to double-differential cross sections for particle production, a word of caution should be said about
the comparisons shown in the following sections between INCL++ and the other models available in Geant4. Most
nuclear-reaction models are able to predict absolute reaction cross sections; however, these quantities are not
directly used in particle transport, because more accurate semi-empirical parametrizations are usually available.
Nevertheless, a misprediction of the reaction cross section might indicate that the model fails to describe some
particular channel. We try to make our point clearer by referring to Fig. 2 above. We claimed that the overprediction
of the 12C+12C reaction cross section at high energy is due to the lack of Pauli blocking on the first collision in the
projectile Fermi sea. If our conjecture is correct, this defect should mostly lead to an overestimation of the cross
sections associated with peripheral collisions. Therefore, even though the gross overestimation is only 15% of the
reaction cross section, the relative overprediction might be much more conspicuous in channels associated with
peripheral collisions.

The Geant4 nuclear-reaction models discussed below (QMD, BIC, Bertini+PreCompound) are only accessible
through their Geant4 interface classes. Because of the way nuclear-reaction models are used in particle transport,
the interfaces iterate calls to the model engine until an inelastic event is generated. Therefore, the absolute reaction
cross sections predicted by the Geant4 models are not available to us. We chose to normalize the raw model
predictions (counts) using the Shen nucleus-nucleus cross section [13], which is available in Geant4 through class
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Figure 3: Double-differential cross sections for neutron production from a 290-AMeV 12C+C reaction. The INCL++
calculations are presented in accurate-target (black lines) and accurate-projectile (red solid lines) mode, coupled
with the G4ExcitationHandler de-excitation model. We also show an accurate-projectile calculation with ABLA V3

(red dashed lines) and a calculation with a modified value of the Fermi momentum (green lines, see text).
Experimental data are taken from Ref. 14.

G4IonsShenCrossSection.
Note that this inevitable complication is of little concern for particle-production cross sections (Sec. III C), which

often span several orders of magnitude. Fragmentation cross sections (Sec. III D) are more sensitive. For simplic-
ity, we have chosen to keep INCL++’s intrinsic normalization everywhere, except for fragmentation cross sections
(Figs. 12–19), where we normalized the INCL++ predictions using the ratio of Shen’s reaction cross section to
INCL++’s intrinsic reaction cross section. The ratio was in all cases between 0.8 and 1.

C. Particle-production cross sections

Figure 3 demonstrates the difference between accurate-projectile and accurate-target mode (see Section II C) us-
ing double-differential cross sections for neutron production from the 290-AMeV 12C+C [14] and 230-AMeV 4He+Cu
[15] reactions. Note that the incident energy is large enough in both cases so that the low-energy fusion sector
can be neglected. Both calculations were coupled to the native Geant4 de-excitation model [16]. Differences are
mostly visible at forward angles; the predictions for the largest angles are very close to each other, especially for the
4He-induced reaction. In general, the shapes of the experimental spectra are quite well reproduced by both INCL++
calculations. Therefore, we conclude that nucleon emission is nevertheless projectile-target symmetric to a good
degree.

Note that the experimental data show a peak at forward angles roughly centered around the nominal energy per
nucleon of the projectile and correspond to neutrons with a rather small energy in the projectile rest frame. In INCL++,
they mainly originate from the break-up of the projectile nucleus. The shape and the height of the peak depend on
the selected de-excitation model; this is illustrated again by Fig. 3, where the accurate-projectile calculation coupled
with G4ExcitationHandler(which for this system reduces to Fermi break-up) is contrasted to an INCL++/ABLA V3
calculation (solid and dashed red lines, respectively). The ABLA V3 model yields a larger, broader peak, in better
agreement with the experimental data at forward angles, but also affects the low-energy neutron yields at large
angles.

The shape of the projectile-fragmentation peak is also sensitive to the assumed Fermi momentum of the projectile
nucleus. This is illustrated by an accurate-projectile INCL++ calculation using a mass-dependent Fermi momentum
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Figure 4: Same as Fig. 3, for the 230-AMeV 4He+Cu reaction. Experimental data are taken from Ref. 15.
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Figure 5: Same as Fig. 3 for INCL++ (accurate-projectile mode, red lines), Geant4’s QMD model (blue lines) and
BIC model (green lines).

given by

pF (A) = α− β exp (−γA)

α = 259.416 MeV/c, β = 152.824 MeV/c, γ = 9.5157 · 10−2.

This formula is a fit to Moniz et al.’s direct measurements by quasi-elastic electron scattering [17]. For 12C, the
formula yields pF (12C) ' 210 MeV/c (Moniz et al.’s measurement is actually (221 ± 5) MeV/c), which is not very
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Figure 6: Double-differential cross sections for neutron production from the 230-AMeV 4He+Cu reaction. Same
color code as Figure 5; predictions of Bertini+PreCompound are represented by purple lines. Experimental data are

taken from Ref. 15.

different from the default INCL++ value of 270 MeV/c. Nevertheless, Fig. 3 shows that the neutron spectra are
roughly equally sensitive to the de-excitation model and to the Fermi momentum.

The sensitivity to pF can be enhanced by looking at lighter projectiles, such as 4He in the 230-AMeV 4He+Cu
reaction depicted in Fig. 4. Here pF (4He) = 155 MeV/c, almost a factor of two smaller than the nominal INCL++
value. For this system, standard INCL++ fails to describe the part of the spectrum above 200 MeV. However, the
projectile-fragmentation peak at forward angles is much better reproduced using the empirical Fermi momentum.
Nevertheless, since we have not extensively tested the implications of empirical Fermi momenta in INCL++, we keep
pF = 270 MeV/c as the default value. We reserve a detailed study to a future publication.

Figures 3 and 4 suggest that INCL++ generally succeeds to capture the essential aspects of the experimental data.
This conclusion is corroborated by Figures 5 and 6, which show a comparison of the INCL++ result (in accurate-
projectile mode) to calculations performed by other models available in Geant4: QMD model (blue), BIC [18] (green)
and Bertini+PreCompound [19–21] (purple, only applicable for the 4He-induced reaction). All models use the same
de-excitation (G4ExcitationHandler), except Bertini, which has its own internal de-excitation module.

One notices that the BIC predictions are generally in less good agreement with the experimental data than INCL++.
The QMD results are everywhere comparable to or worse than the INCL++ calculation, except at the forward-most
angles, which were shown to be improvable in INCL++ by using the empirical Fermi momentum. Note also that the
CPU time for QMD is one to two orders of magnitude larger than for INCL++. All the other models fail to describe
the 4He-fragmentation peak, which (in view of the above) might suggest that they employ unrealistic Fermi momenta
for the this projectile. In addition, the BIC model shows some unphysical structures at small angles for the 4He+Cu
system.

We now turn to the production of charged particles. We focus in particular on a recent experiment by Dudouet
et al. [22, 23], who measured double-differential cross sections for the production of several charged particles from
reactions induced by a 95-AMeV 12C beam on targets ranging from hydrogen to titanium. We are mostly interested
in the carbon-target data for the purpose of validating the INCL++ nucleus-nucleus extension and assessing the
severity of the projectile-target asymmetry. Calculations with some Geant4 models have been presented in Ref. 24,
where however the authors of used an old version of INCL++ that was shown above to be affected by serious bugs
for the 12C+12C reaction (Fig. 2). Our results can be reproduced using Geant4 v10.0 and should be considered as
references.

First, we observe that the incident energy (95 AMeV) is rather low. The conditions for the applicability of the
intranuclear-cascade hypothesis (independent binary nucleon-nucleon collisions) are not very well fulfilled here.
Figure 2 indicates that the reaction cross section predicted by INCL++ is in excess of the experimental value by
about 30% at this energy. Note also that INCL++’s low-energy fusion sector is responsible for 43% of the reaction
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Figure 7: Angle-differential cross section for the production of (a) protons, (b) 4He, (c) 7Li and (d) 11C from the
95-AMeV 12C+12C reaction. Calculations with INCL++ (accurate-projectile mode, solid red lines; accurate-target
mode, dashed red lines), QMD (blue lines) and BIC (green lines) are shown. Experimental data are taken from

Ref. 22.
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Calculations with INCL++ (accurate-projectile mode, solid red lines; accurate-target mode, dashed red lines), QMD

(blue lines) and BIC (green lines) are shown. Experimental data are taken from Ref. 22.
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Figure 9: Same as Fig. 8, for 4He ejectiles.
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Figure 10: Same as Fig. 8, for 7Li ejectiles.

cross section, which is far from negligible. Given the empirical nature of the fusion sector, we do not expect very
accurate predictions.

Figure 7 shows angular-differential cross sections for the production of protons, 4He, 7Li and 11C. For each angle,
the calculated ejectile energy distributions were integrated above the detection thresholds reported by Dudouet et al.
[Table IV in 23].

It is striking that none of the considered models can accurately reproduce all the experimental data. The proton
angular distributions predicted by INCL++ (either in accurate-projectile or in accurate-target mode) are quite close to
the experimental data; the accurate-projectile and accurate-target predictions are again very similar, which confirms
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Figure 11: Same as Fig. 8, for 11C ejectiles.

the remark made about Fig. 3.
The agreement progressively degrades as the mass of the ejectile increases, especially for the calculation in

accurate-target mode. Dudouet et al. [23] showed that the experimental angular distributions can be represented
as a sum of a Gaussian and an exponential contribution and claimed [24] that no model can reproduce this trend.
Figure 7 shows that this is incorrect: although the exponential tail of the angular distribution might be quantitatively
incorrect (especially for 11C), INCL++ in accurate-projectile mode is clearly the only model that can capture the trend
of the experimental data. In spite of the crudeness of the model ingredients, the agreement with the experimental
data is remarkable, except for the case of 11C. As we mentioned above (Sec. III B), this might be connected with the
lack of Pauli blocking on the first collision in the projectile, which probably leads to an overestimation of the probability
for the removal of few nucleons from the projectile and the target.

As far as the other models are concerned, QMD seems to systematically underpredict the fragment yields at small
angles. In general, the shape of the angular distribution is very different from the experimental result. Even for
protons one can observe a sizable overestimation of the yield. The BIC results manage to capture at least some
qualitative features of the experimental data, but its overall predictions are in worse agreement than INCL++’s.

Double-differential spectra for the same ejectiles are shown in Figs. 8–11. Here we notice larger discrepancies
than in Fig. 7, even for the INCL++ calculation in accurate-projectile mode. For example, no model can reproduce the
slope of the high-energy tail of the proton spectra at all angles. Experimental fragment spectra show a mid-rapidity
component that is not reproduced by any of the models, although INCL++ is much closer to the data than the others.
At large angles, the INCL++ spectra show a broad bump that is not seen in the data and that is the continuation of
the projectile-like fragmentation peak at 4◦. In other words, the projectile-like fragments seem to pick up too much
transverse momentum from the collision, which results in a too broad angular distribution. This obviously indicates
that the model fails to properly describe some aspects of projectile fragmentation.

D. Fragmentation cross sections

We finally turn to the analysis of fragmentation cross section. In keep with our approach to the validation of
nucleon-induced reactions, we focus on measurements of isotopic cross sections in inverse kinematics. The ad-
vantage of such data sets is that they provide a comprehensive picture of the reaction mechanism. The accurate
fragmentation data on hydrogen targets taken using the Fragment Separator at GSI (Darmstadt, Germany) [e.g. 25–
27] have often proved invaluable for the study of the nucleon-nucleus reaction mechanism and for the optimization
of de-excitation models.

Unfortunately, the coverage for reactions on light nuclei is not as extensive as for hydrogen. Beryllium has often
been used as a production target in the search for exotic neutron-rich [e.g. 28–30] or neutron-poor [e.g. 31, 32]



12

mass number
60 80 100 120 140 160 180 200

(A
) 

[m
b

]
σ

-110

1

10

210

H2Pb + 2081-AGeV 
INCL++/ABLA07
INCL++/ABLA V3
INCL++/G4EH
BIC/G4EH
Bertini/PreCompound

Figure 12: Fragmentation cross sections for the 1-AGeV 208Pb+2H reaction, as a function of the fragment mass
number. Model calculations are compared to the data taken from Refs. 33 and 34.
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Figure 13: Isotopic distributions from the fission region (32 ≤ Z ≤ 39) for the 1-AGeV 208Pb+2H reaction. Model
calculations are compared to the data taken from Ref. 33.

nuclei, but there exist only few experiments where essentially all projectile-like fragments were covered.
The data for 1 AGeV 208Pb on deuterium [33], although only marginally relevant for the validation of INCL++’s

nucleus-nucleus extension, are perhaps the most complete. Figure 12 shows the mass distributions of the fragments.
Note that the model predictions are obtained by summing up the isotopic cross sections only over the isotopes that
were detected in the experiment; this is the reason of the dip around A = 115.

One immediately observes that the model predictions are very sensitive to the choice of the de-excitation
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Figure 14: Isotopic distributions from the spallation region (68 ≤ Z ≤ 75) for the 1-AGeV 208Pb+2H reaction. Model
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Figure 15: Fragmentation cross sections for the 500-AMeV 86Kr+9Be reaction, as a function of the fragment mass
number. Model calculations are compared to the data taken from Refs. 37.

model. The distribution of spallation residues (A > 115) is accurately described only by INCL++/ABLA07 and
INCL++/ABLA V3 (except very close to the projectile mass 208). Models coupled with G4ExcitationHandler sys-
tematically underestimate the yields for deep spallation residues (115 < A . 160). All the models overestimate
the cross sections for the fission products (A < 115) by a factor of 2–4. This was already the case with INCL4.2
[35]. The overestimation of INCL++/ABLA07’s and INCL++/ABLA V3’s predictions should probably be related to the
underestimation around A = 195; it has been shown [36] that fissioning nuclei belong exactly to this mass range.
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Figure 16: Isotopic distributions (24 ≤ Z ≤ 31) for the 500-AMeV 86Kr+9Be reaction. Model calculations are
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Figure 17: Fragmentation cross sections for the 140-AMeV 58Ni+9Be reaction, as a function of the fragment mass
number. Model calculations are compared to the data taken from Refs. 38, 39.

Figure 13 shows a few isotopic distributions from the fission region. The INCL++/ABLA07 and INCL++/ABLA V3
predictions have more or less the correct shape but the wrong normalization, while the distributions predicted by
G4ExcitationHandler and Bertini’s fission module are systematically too narrow. This suggests that it should be
possible to reproduce the data by acting on the competition between fission and evaporation in ABLA07 or ABLA V3.

Figure 14 shows some isotopic distributions in the region of the spallation residues. Again, the predictions by
INCL++/ABLA07 and INCL++/ABLA V3 are rather close to the experimental data, while the other models systemati-
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Figure 18: Isotopic distributions (21 ≤ Z ≤ 28) for the 140-AMeV 58Ni+9Be reaction. Model calculations are
compared to the data taken from Refs. 38, 39.

cally overestimate the N/Z ratio of the residues.
As far as reactions on light nuclei are concerned, isotopic fragmentation cross sections have been measured by

Weber et al. [37] for 500 AMeV 86Kr+9Be. We are aware of no other extensive measurement of isotopic fragmentation
cross sections above ∼ 250 AMeV on a light target (A < 18). The mass distribution and some isotopic distributions
are shown in Figs. 15 and 16. Again, note that the only measured isotopes contribute to the model predictions for
the mass distribution.

The mass distribution of fragments is again mostly sensitive to the choice of the de-excitation model. The
INCL++/ABLA07 can reproduce most of the experimental data fairly well, but it underestimates the production of
fragments close to the projectile 86Kr. QMD performs slightly better close to the projectile but slightly worse at inter-
mediate mass (A ' 35). The INCL++/G4ExcitationHandler and BIC/G4ExcitationHandler couplings reproduce well
the data for A > 40, but overestimate the cross sections for lighter fragments. The INCL++/ABLA V3 coupling, finally,
largely overestimates the cross section for the lightest fragments.

The large difference between ABLA V3 and ABLA07 can be explained by the fact that evaporation channels in
ABLA V3 are limited to proton, neutron and alpha. ABLA07, on the other hand, can simulate the emission of any
fragment up to half of the mass of the excited nucleus. Also, G4ExcitationHandler can evaporate fragments up to
28Mg and can be considered to be intermediate between ABLA V3 and ABLA07. Thus, the predicted cross sections
in the A < 40 region seem to correlate well with the models’ maximum ejectile mass. The QMD/G4ExcitationHandler
coupling respects this trend to a degree for fragment masses above ∼ 25.

The isotopic distributions in Fig. 16 illustrate that INCL++/ABLA07 is affected by a defect. The yields for neutron-
rich isotopes of Z > 25 nuclei are systematically overestimated. This defect might be correlated with the underes-
timation of the cross sections for the heaviest fragments. Given that ABLA07 is probably the most sophisticated of
the de-excitation models considered, it would be tempting to conclude that defects in the predicted isotopic yields
are actually due to intranuclear cascade. We already know that INCL++ neglects Pauli blocking on the first collision
in the projectile and we have already mentioned (see Sec. III B above) that we expect this to be reflected by excess
cross section in peripheral-reaction channels. The neutron-rich residues in Fig. 16 indeed correspond to peripheral
reactions. However, the QMD/G4ExcitationHandler coupling is surprisingly affected by a very similar defect. It is
also difficult to defend this conjecture if one observes that the other couplings to G4ExcitationHandler yield curves
in reasonable agreement with the experimental data.

Similar conclusions can be drawn from the results at lower beam energy. We show in Figs. 17 and 18 the com-
parison between the model predictions and the experimental data for 140-AMeV 58Ni+9Be [38, 39]. Note that at this
energy only about 10% of the reaction cross section is generated by INCL++’s low-energy fusion sector.

Again, most of the mass distribution is best predicted by INCL++/ABLA07, with the exception of nuclei close to
the projectile 58Ni. The INCL++/G4ExcitationHandler result is similar but slightly less good (the A = 17 cross section
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Figure 19: Partial charge-changing cross sections for the 1.05-AGeV 56Fe+12C reaction. Model calculations are
compared to the data taken from Refs. 40.

is largely overestimated, but all the yield comes from the single isotope 17O). The BIC/G4ExcitationHandler and
QMD/G4ExcitationHandler couplings are yet less good, and INCL++/ABLA V3 is overall the worst. This is easy
to understand if one remembers that ABLA V3 cannot evaporate intermediate-mass fragments, which occur most
abundantly in light systems (such as 58Ni and 86Kr).

We have observed that the INCL++-based calculations systematically overestimate the cross sections for small
mass losses. It is again tempting to interpret this in terms of lacking Pauli blocking on the first collision in the projectile
Fermi sea. It will be interesting to verify this conjecture by refining the model.

The isotopic distributions in Fig. 18 are qualitatively similar to those of Fig. 16, but one has to bear in mind that the
experimental coverage is less extensive here. It is difficult to verify if INCL++/ABLA07 and QMD/G4ExcitationHandler
overestimate the yields for neutron-rich residues, as they do in 500-AMeV 86Kr+9Be.

We conclude our validation section by discussing the model predictions for partial charge-changing cross sections
for a 1.05 A-GeV 56Fe projectile colliding with a 12C target [40]. Of all the reactions so far considered, 56Fe+12C is the
one that leads to the highest excitation energies per nucleon, due to the high kinetic energy and the relatively small
size of the projectile nucleus. At sufficiently large excitation energy, multifragmentation is expected to become the
dominant de-excitation mechanism. Among the considered de-excitation models, ABLA07 is the only one to feature
a semi-empirical treatment of multifragmentation. The G4ExcitationHandler model does include a multifragmentation
module, but it is deactivated by default.

The model calculations are compared with the experimental data in Fig. 19. One remarks that the INCL++/ABLA V3
prediction is poor. We have already observed above that ABLA V3 is not suitable for systems for which there is a
large probability of evaporating intermediate-mass fragments. The 1.05 AGeV 56Fe+12C reaction surely falls within
this category. The INCL++/G4ExcitationHandler and BIC/G4ExcitationHandler predictions are quite similar and in
good agreement with the data, while the QMD/G4ExcitationHandler cross sections are slightly too large. Finally,
INCL++/ABLA07 is close to the experimental data for Z & 19, but severely underpredicts the data for the smallest
charges.

It is perhaps surprising to observe that the cross sections for large charge losses are best reproduced using
de-excitation models that neglect multifragmentation. ABLA07 is the only model that somehow tries to handle this
mechanism, but the comparison with the data seems to indicate that its semi-empirical treatment is inadequate for
the large excitation energies that can be reached in this reaction. On the other hand, it is known that sequential
binary decay can generate charge partitions that are similar to those generated by multifragmentation [41]. More
discriminating observables would be needed to illustrate the difference between the two de-excitation modes.
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IV. CONCLUSIONS

We have presented for the first time the new C++ incarnation of the Liège Intranuclear Cascade model, a solid,
modern code which is intended to be used as the base for any future development. The INCL++ code is feature-wise
and physics-wise equivalent to its Fortran counterpart as far as nucleon- and pion-induced reactions are concerned.
In addition, INCL++ has been extended to simulate reactions induced by light ions (up to A = 18). We presented the
validation of the extended model against experimental data for reaction, particle-production and fragmentation cross
sections. We also compared the INCL++ results against other models in Geant4. The results are very encouraging.
INCL++ is found to strike an excellent compromise between predictive power and CPU economy; compared to QMD
the CPU time required by INCL++ is one to two orders of magnitude smaller. The comparison also highlighted a few
shortcomings which will be dealt with in the future development.
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